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1. Problem: Spurious Correlations in NLP tasks

• Spurious correlation occurs when some variable and label  

appear strongly related, but there’s no genuine causal 

relationship.

➢ Scenario: When we use a movie review dataset to perform a 

sentiment analysis task, where the dataset frequently mentions 

the famous director “Spielberg” in positive contexts.

3. Proposed Method: SALAD

2. Task & Overview

4. Experiment Results

[1] Extracting critical & non-critical structures in each task 

[2] Using non-critical structures to generate positive data

[3] Using critical structures to generate negative data

[4] Contrastive Learning for effective training

[Step 1] Critical Structure Information 

Extraction

[Step 3] Counterfactual Data Generation

[Step 4] Contrastive Learning 

with Triplet Loss

[Table 1] Task1: Sentiment Classification Task

[Table 2] Task2: Sexism Classification

[Table 3] Task 3: Natural Language Inference

[Table 4] Cross-domain Task

CV Paper

5. Conclusions

  

           
                                   
                                    
                                         
                           

 
                                        

                             
                          

                   

                                     

      

                                                    

             
       

  

                  

                           

  

       

                           

       
                             

Task Objective: 

 Effectively reduce spurious correlation in various NLP tasks 

using contrastive learning without any additional dataset

Overview: 

[Step 2] Structure-Aware Positive Data Generation
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1. Improved training robustness 

by enabling the model to learn 

structural patterns and apply 

contrastive learning.

2. Achieved generalizability by 

performing well on out-of-

distribution domains.

3. Ensured consistent 

performance across a variety 

of sentence structures by 

enabling the model to learn 

structural patterns where 

shortcuts occur.

More Information

Q. What is the critical structures where shortcut occurs?

A. Some critical POS tags influence the label, but some are not

Negative

Positive
(Changed)

Negative
(Not Changed)

Changing 

critical tags

Changing 

non-critical tags

Original 

sentence

Label

Spielberg's latest movie is extremely boring and dull.
VERB

Spielberg's latest movie was extremely exciting and fun.
ADJ ADJ 

Spielberg's latest movie was extremely boring and dull.

NOUN ADJ NOUN ADB ADJ CC ADJ VERB

Sentence
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