SALAD: Improving Robustness and Generalization through Contrastive

Learning with Structure-Aware and LLM-Driven Augmented Data
Suyoung Bae! , Hyojun Kim? , YunSeok Choi'*, Jee-Hyong Lee'*
¢
GRADUATE SCHOOLA i

1Sungkyunkwan University, °SK Telecom
1. Problem: Spurious Correlations in NLP tasks

. NAACL 2025

Ysybae01l, ys.choi, john}@skku.edu “hjkim@sk.com

2. Task & Overview

Task Objective:

Effectively reduce spurious correlation in various NLP tasks
using contrastive learning without any additional dataset

Overview:

|1] Extracting critical & non-critical structures in each task
[2] Using non-critical structures to generate positive data
[3] Using critical structures to generate negative data

|[4] Contrastive Learning for effective training

* Spurious correlation occurs when some variable and label
appear strongly related, but there's no genuine causal
relationship.

» Scenario:. When we use a movie review dataset to perform a
sentiment analysis task, where the dataset frequently mentions
the famous director “Spielberg” in positive contexts.

Reason: Training dataset unbalancing Result: Spurious Correlation

[ Training Steps | [ Inference Steps ]

movie review e el Spielberg's latest movie was mm e e e e e e e e e e e e e e e e =
dataset Spielberg Is very talented e, extremely boring and dull. Q. What is the critical structures where shortcut occurs?
Spielberg’s movie do not catch ... Negative

A. Some critical POS tags influence the label, but some are not

| love Spielberg ... Positive

r
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I
:I:he movie was great ... Spielberg Positive : Sentence Label :
LM I Original Spielberg's latest movi tremely bori ddull. = Negative
“Positive” Label and “Spielberg” are strongly related I J PIEIDETY'S 1alEST MOVIE Was EXTrEmMeTy boring and dull. cgative :
! sentence NOUN ADJ NOUN VERB  ADB ADJ CC ADJ :
Negative [ . . ' . [
O o 1 Changing Spielberg's latest movie was extremely and fun. l
Ground Truth Model Prediction I critical tags ADJ ADJ :
I
Positive . oy I . . ' . . . .
C Pos Neg @ Negative v/ Positive X i Changing Spielberg's latest movie is extremely boring and dull. Negative |
- _Criti hanged
”Spielberg” Label Distribution Spielberg : non-critical tagS VERB (Not Changed) JI

3. Proposed Method: SALAD

[Step 1] Critical Structure Information

Extraction
Training data D = {x;}\Z,

|Step 2] Structure-Aware Positive Data Generation |Step 4] Contrastive Learning

with Triplet Loss
POS Tag set (T)

= VERB. NOUN Original X Positive : x™ LCL
Train JJ Hinbuh 2R For an inexpensive For an inexpensive For an inexpensive O
I - S NUM, .. chili it is good, and — chili it is good, and ——— chil it is good, [UNK] ——>
< well worth the buy. well worth the buy. well worth the buy. O
. . \ 4
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A J . s ~_— - u
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| 2, calculate the average accuracy [Step 3] Counterfactual Data Generation well worth the buy.
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Ry = — - f(o;)) reduction from the model f.
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" 3. Classify critical tag sentiment analysis. , _ . i
and non-critical tag set 2:2;;:%2 ;azwi\:o:d:e amo.ng causal wor‘ds. in the @ For dn Inexpensive chili O Classifier J
gative sentence while — it is not great, and not ——
Non-Critical tag set preserving the original text as much as possible. LLM WOrth the b O Head
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4. Experiment Results 5. Conclusions

| Table 1] Taskl: Sentiment Classification Task | Table 3] Task 3: Natural Language Inference 1. Improve_d training robustness
Methods In-Domain Dataset Out-of-Distribution Dataset Overall Methods In-Domain Out-of-Distributilnn Overall b y e n abl I n g th e m O d e I tO I e ar n
O-Test CF-Test | YELP SST2 FindFood Tweet . . O-test CF-test | MNLI' ~ MNLI* Stru CtU I a| p atte rns an d ap p |y

Standard Fine-Tuning (full-data) Standard Fine-T uning (full-data) ] _

RoBERTa-large (Liu et al., 2019) | 9413 9228 | 9485 7941 9524  73.04 | 88.16 RoBERTa-large (Liuetal, 2019) | 87.50 6990 | 73.27 7397 | 76.16 contrastive learnin g.

. Robust Learning . . .

Robust Learning

SupCon (Gunel et al., 2021) 9385  88.11 | 9526 8620 9532 7490 | 88.94 (S:‘ic(‘ghfzfz} etzglz"zfm” gg'gé gg'gg RIS S| 2. Achieved gener alizabill ty by
Text Bﬂmhﬂugmﬂﬂﬂfwﬂ EDA (Wei and Zou, 2019) 86.59 67.58 | 70.93 71.12 74.06 - - - -

EDA (Wei and Zou, 2019) 93.58 9372 | 9528 89.73 9540  81.24 | 9149 SSMBA (Ng et al., 2020) 87.16 6354 | 7203 7295 | 73.92 distribution domains.

SSMBA (Ng et al., 2020) 93.60 02.69 95.90 89.40 96.12 78.75 | 91.08 AugGPT (Dai et al., 2023) 86.92 69.61 | 73.62 74.38 76.13 ]

AugGPT (Dai et al., 2023) 93.37 9146 | 9532 90.21 94.18  78.66 | 90.53 Counterfuctual Data Augmentation 3  Ensur ed consistent

Counterfactual Data Augmentation Human-CAD (Kaushik et al., 2020) | 88.25 71.60 | 71.74 71.47 75.76 -
Human-CAD (Kaushik et al., 2020) | 93.17 9547 | 92.16 88.65 9426  80.66 | 90.73 CORE-CAD (Dixit et al., 2022) 6465 5726 | 6260 6298 | 61.88 pPeE rformance across a vari ety
CORE-CAD (Dixit et al., 2022) 91.73 95.15 89.70 90.10 93.06 86.77 | 91.09 DISCO (Chen et al., 2023) 79.84  18.66 | 68.42 67.60 73.63

SALAD 93.78 95.90 9499 92.68 9558 8535 | 93.05 SALAD 88.40 80.91 | 74.06 74.93 79.57 Of sentence structures by

enabling the model to learn
| Table 2] Task2: Sexism Classification [Table 4] Cross-domain Task structural patterns where
Methods IDD ODD | o Methods SI S»F|I—=S I=F|F—=S F-—I| Overall shortcuts occur.
O-Test  CF-Test | Tweet Standard Fine-Tuning (full-data)

RoBERTa-large | 92.69  49.23 | 81.00 | 72.49 RoBERTa-large (Liu et al., 2019) | 91.67 93.08 | 89.16 91.13 | 8248 90.22 | 89.62

SupCon 0179 2256 | 7628 | 60.84 Robust Learning More Information

C2L 93.21 37.69 77.92 67.18 SupCon (Gunel et al., 2021) 90.82 89.64 | 91.21 9495 | 7340 89.68 88.28

EDA 9167 37.69 81,59 67 74 C2L (Chot1 et al., 2022) 90.52 9161 | 8990 94.64 | 81.18 90.50 89.72 Paper

SSMBA 02.82 2564 | 79.36 | 63.02 Text Data Augmentation

AugGPT 92.31 29.23 78.83 64.08 EDA (We1 and Zou, 2019) 91.64 93.51 | 90.76 94.12 | 80.18 89.29 89.92

Human-CAD 91.79 91.80 23 11 89 477 SSMBA (Ng et al., 2020) 90.71 90.78 | 94.21 9396 | 78.75 89.31 89.62

SALAD 03.07 8847 | 8338 | 8331 SALAD 9241 94.19 | 90.88 94.96 | 86.00 91.25 | 91.61
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